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Spatial Data Analysis for the U.S. Regional
Income Convergence, 1969-1999:
A Critical Appraisal of S-convergence
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Abstract : This paper is concerned with an important aspect of regional income convergence, /-convergence,
which refers to the negative relationship between initial income levels and income growth rates of regions over a
period of time. The common research framework on S-convergence which is based on OLS regression models
has two drawbacks. First, it ignores spatially autocorrelated residuals. Second, it does not provide any way of
exploring spatial heterogeneity across regions in terms of S-convergence. Given that empirical studies on S-
convergence need to be edified by spatial data analysis, this paper aims to: (1) provide a critical review of
empirical studies on S-convergence from a spatial perspective; (2) investigate spatio-temporal income dynamics
across the U.S. labor market areas for the last 30 years (1969-1999) by fitting spatial regression models and
applying bivariate ESDA techniques. The major findings are as follows. First, the hypothesis of S-convergence
was only partially evidenced, and the trend substantively varied across sub-periods. Second, a SAR model
indicated that S-coefficient for the entire period was not significant at the 99% confidence level, which may lead
to a conclusion that there is no statistical evidence of regional income convergence in the US over the last three
decades. Third, the results from bivariate ESDA techniques and a GWR model report that there was a
substantive level of spatial heterogeneity in the catch-up process, and suggested possible spatial regimes. It was
also observed that the sub-periods showed a substantial level of spatio-temporal heterogeneity in S-convergence:
the catch-up scenario in a spatial sense was least pronounced during the 1980s.

Key Words : 5-convergence, ESDA (exploratory spatial data analysis), spatial association measures, spatial
autoregressive models, GWR (geographically weighted regression)
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Spatial Data Analysis for the U.S. Regional Income Convergence, 1969-1999: A Critical Appraisal of B-convergence

1. Introduction

Regional income distribution has increasingly
attracted much attention from various academic
fields. A profound wave of socio-economic restruc-
turing and the advent of the European Union as an
inter-regional integration might precipitate the enor-
mous dedication to the topic. Empirical studies on
the subject have sought to investigate whether a
national economy has evolved towards a spatial
convergence referring to a decreasing gap between
richer regions and poorer regions, mainly focusing
on two aspects of regional income convergence, o-
convergence and j-convergence.

This paper is focused on the second aspect of
regional income convergence, S-convergence which
refers to the negative relationship between initial
income levels and income growth rates of regions
over a period of time. As suggested (Lee, 2004c), 5-
convergence may be more problematic than o-con-
vergence, the reduction of dispersions or variances
in per capita income across regions, in the sense that
the ignorance of spatial effects such as spatial depen-
dence and spatial heterogeneity could yield unsus-
tainable results in empirical studies. There are two
obvious drawbacks.

First, statistical tests for regression coefficients in
OLS (ordinary least squares) regression models
could be flawed in the presence of spatial autocorre-
lation in regression residuals. In other words, statis-
tically significant S-coefficients could turn out to be
insignificant if there exists a substantive level of pos-
itive spatial dependence in the dependent variable,
that is, regional income growth rates. This precipi-
tates the need of using a particular form of spatial
regression.

Second, spatial heterogeneity should be explored.
A negative relationship between initial income levels
and income growth rates in a global sense does not
necessarily mean that the relationship holds for all
the regions involved: some regions could show a

positive relationship; other regions could report a

different level of the negative relationship. Thus,
various ESDA (exploratory spatial data analysis)
techniques utilizing bivariate spatial association
measures such as Lee’s L; (Lee, 2004b) should be
actively engaged in a research framework.

Given that empirical studies on S-convergence
need to be edified by spatial data analysis, this paper
aims to: (1) provide a critical review of empirical
studies on B-convergence from a spatial perspective;
(2) investigate spatio-temporal income dynamics
across the U.S. labor market areas for the last 30
years (1969-1999) by fitting spatial regression models
and applying bivariate ESDA techniques.

2. A Critical Review on S-convergence:
Numerical Correlation vs. Spatial Co-
patterning

PB-convergence was introduced by Barro (1991),
and Barro and Sala-i-Martin (1991) based on the neo-
classical growth theory to capture the catch-up
hypothesis that poorer regional economies grow
faster than richer regional economies. There will be
B-convergence if a negative relation is found
between the initial level of income and the growth
rate of per capita income (sometimes referred to as
‘regression to the mean’ or “mean reversion’) (Sala-i-
Martin, 1996:1327). This ‘weak convergence’
(Nijjkamp and Poot, 1998:26), as apposed to ‘strong

convergence’ of 0, often takes a regression form as:

% : ln(%) =a-f-In(y)+¢, M

it

where k is a year-differential, y,, is income level in
region i at a starting year, y;,; is income level in
region i at an ending year. However, a more compli-
cated form has been preferred in empirical studies
that is given (Sala-i-Martin, 1996; Nijkamp and Poot,
1998):

1 Yisrk | _ 1-eh*
s ln( Vi )_a-( T ) In(y;,)+¢&, (2
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From equation 1, an estimated value of S is a
slope coefficient in a regression of regional income
growth rates on initial regional income levels
(Nijkamp and Poot, 1998; Martin, 2001), which con-
stitutes a reason why works based on S-convergence
have been called ‘growth regression approach’
(Martin, 2001:62). More often, however, the parame-
ter of S is interpreted as the speed at which
economies approach their own steady states or poor-
er regions catch up with richer ones (Sala-i-Martin,
1996; Kangasharju, 1999). When some other shock
variables, such as industrial mix and regional dum-
mies, are included in the equation, it calibrates
‘conditional convergence’ as opposed to “absolute
convergence’ attributing to the original specification
(Barro and Sala-i-Martin, 1991; Armstrong, 1995b;
Sala-i-Martin, 1996; Dickey, 2001). From both equa-
tions, a positive value of § indicates economic con-
vergence across regions.

S-convergence is usually preferred over o-conver-
gence in empirical studies, because the former con-
veys more information about regional income con-
vergence than the latter. First, S-convergence is a
necessary condition for o-convergence (Nijkamp
and Poot, 1998). Without S-convergence, o-conver-
gence won't happen. In other words, a substantial
change in the ranking of regions in economic perfor-
mance could happen without being captured by o-
convergence. Thus, S-convergence does not imply
o-convergence (Barro and Sala-i-Martin, 1991; Sala-i-
Martin, 1996; Nijkamp and Poot, 1998; Kangasharju,
1999; Tsionas, 2000). However, there are disagree-
ments: the convergence rate does not mean that a
poorer region catches up with a richer region at that
rate (Tsionas, 2000); the convergence may be unrelat-
ed to, or uninformative for, the dynamics of eco-
nomic growth (Quah, 1996b).

Table 1 summarizes empirical studies on regional
income dynamics based on S-convergence. Almost
all studies listed report consistent convergence at a 3
of about 0.02, which means that regions, wherever
they are, tend to converge at a speed of approxi-

mately 2% per year (Barro and Sala-i-Martin, 1991;
Armstrong, 1995a; Sala-i-Martin, 1996). For example,
[-coefficient for 48 US states was estimated at 0.017
during 1880-1990 (Sala-i-Martin, 1996). This striking
coincidence across numerous countries or suprana-
tional entities such as the European Union arguably
verifies the virtues of neo-classical growth theory.
Although the original formulation is based on an
assumption of closed Solow economies (Blanchard,
1991, 159), additional considerations such as labor
mobility, capital mobility, and technology transfer
adjust the theorem equally working across open
economies such as countries and supranational
regimes (Barro and Sala-i-Martin, 1991; Blanchard,
1991; Armstrong, 1995b).

The alleged myth of regional income conver-
gence, however, has been challenged by theoretical
arguments and empirics. Quah (1996b, 1355) con-
tends that “uniformity is due to something relatively
uninteresting, namely, the statistical implications of
a unit root in the time-series data”. The unit root
problem refers to non-stationarity in residuals of a
time-series OLS regression (Kennedy1998, 268-269).
In the same vein, Martin (2001, 62) argues that “the
growth regression approach has an inbuilt bias
towards identifying convergence, so that the results
may even over-estimate what little convergence has
occurred.” Tsionas (2000) reports that there is a posi-
tive relationship between initial levels of regional
income and income growth rates. A finding by most
ardent advocates for the convergence thesis (Barro
and Sala-i-Martin, 1991) says that S-coefficient turns
negative during the 1980s implying a possible diver-
gence in recent years.

Again, I would argue that studies based on -con-
vergence should be edified by findings from spatial
data analysis.

First, as far as the regression equation is calibrated
based on the OLS algorithm, the approach is obvi-
ously subject to problems of spatially autocorrelated
errors. Given various types of spatial interactions
among regions, adjacent regions tend to show a sim-
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Table 1. Empirical studies on /5-convergence

Spatial Unites Studies Years
Europe EU regions Barro and Sala-i-Martin (1991) 1950-1985
Barro and Sala-i-Martin (1995) 1950-1990
Armstrong (1995a) 1950-1980
Armstrong (1995¢) 1975-1992
Dewhurst and Mutis-Gaitan (1995) 1981-1991
Sala-i-Martin (1996) 1955-1990
European Commission (1997) 1975-1993
Button and Pentecost (1999) 1975-1990
UK regions Sala-i-Martin (1996) 1950-1990
France regions Sala-i-Martin (1996) 1950-1990
Germany regions Sala-i-Martin (1996) 1950-1990
Italy regions Sala-i-Martin (1996) 1950-1990
Spain regions Mas et al. (1995) 1955-1991
Sala-i-Martin (1996) 1950-1990
Cuadrado-Roura et al. (1999) 1955-1993
Finland regions Kangasharju (1998) 1974-1993
usS US states Barro and Sala-i-Martin (1991) 1880-1988
Blanchard and Katz (1992) 1950-1990
Evans and Karras (1996) 1929-1991
Sala-i-Martin (1996) 1880-1990
Sum and Fogg (1999) 1939-1996
Tsionas (2000) 1978-1996
Others OECD countries Andres et al. (1996) 1960-1990
de la Fuente (1997) 1960-1985
Canada provinces Sala-i-Martin (1996) 1961-1991
Japan prefectures Sala-i-Martin (1996) 1955-1990

ilar trend in economic performance, which will be
reflected in regression residuals. Quah (1996a, 954)
correctly points out that “no region can be studied in
isolation independently of others”. When significant
spatial autocorrelation is present in residuals, signifi-
cance tests for coefficients may be flawed even
though coefficients themselves are still unbiased
(Anselin and Griffith, 1988; Fotheringham and
Rogerson, 1993). Thus, the regression equations in
(1) and (2) should be calibrated by a spatial autore-
gressive model (Armstrong, 1995b; Molho, 1995;
Bernat, 1996; European Commission, 1997;
Mencken, 1998; Buettner, 1999; Fingleton, 1999; Rey
and Montouri, 1999; Pons-Novell and Viladecans-
Marsal, 1999; Martin, 2001). When this problem is
associated with other statistical symptoms such as

non-normality, structural instability, and misspecifi-
cation (Tsionas, 2000), the whole research becomes
unsustainable.

Second, as Martin (2001, 62) correctly points out,
the S-convergence approach is based on an unreli-
able assumption that “the underlying convergence
process is identical across all regions, whereas in
reality it is may well vary from region to region, or
between different types or groups of regions”. This
resonates with Quah’s argument (1996a, 954) that
“regression-based approaches, averaging across
either cross-section or time series dimensions, are
not useful -+ such methods construct a representa-
tive, and cannot provide a picture of how the entire
cross-section distribution evolves”. This issue of spa-
tial heterogeneity can be addressed by some other
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multivariate spatial statistical techniques such as
expansion method (Casetti and Jones, 1987), expand-
ed rank-size function (Fan and Casetti, 1994; Lopez-
Bazo et al., 1999), Markov chain matrix (Quah, 1993,
1996b; Fingleton, 1997, 1999; Rey, 2001; Bickenbach
and Bode, 2003), and geographically weighted
regression (GWR) (among others, Brunsdon et al.,
1996, 1998; Fotheringham et al., 1998, 2002).

Third, as far as ‘absolute convergence” without
any other additional variables is concerned, S-con-
vergence is nothing but a correlation between initial
income levels and income growth rates. A 3 coeffi-
cient from an OLS regression is directly related to
correlation between two variables. When bivariate
relations between initial income levels and income
growth rates are spatially clustered, a global bivari-
ate spatial association measure should replace aspa-
tial correlation measures such as Pearson’s r.
Furthermore, there is a good reason to believe that
the averaged correlation coefficient does not apply
to the whole study area. Rather, local correlations
may be highly heterogeneous. In the context of
income convergence, some initially poor regions
may have accomplished a certain level of catch-up,
whereas some others may still fall behind. This spa-
tial heterogeneity can only be tackled by a local
bivariate spatial association measure and the related
ESDA techniques.

3. Spatio-temporal Income Dynamics
across the US Labor Market Areas,
1969-1999: B-convergence

1) Research Design

The main data source for this study is per capita
personal income data which are collected and main-
tained by the Bureau of Economic Analysis and are
available via REIS (Regional Economic Information
Systems) at the county level from 1969 to 1999. The
county level income data are aggregated into 391

labor market areas (LMAs) for the conterminous
U.S. The delineation of LMAs is first based on com-
muning flow matrix among counties, and a hierar-
chical cluster analysis aggregates 3,141 counties into
741 commuting zones (CZs). The CZs are then
aggregated into 394 LMAs in terms of a minimum
population requirement (100,000) and inter-CZ com-
muting flows (Tolbert and Sizer, 1996). In this study,
three LMAs in Alaska and Hawaii are eliminated.
Next, the entire thirty years are divided into three
sub-periods, 1969-1979, 1979-1989, and 1989-1999,
and four years, 1969, 1979, 1989, and 1999, are uti-
lized as benchmarks to provide particular snapshots,
allowing for tracking spatio-temporal evolution.

This empirical study is divided into three parts.

First, S-convergence, a negative relationship
between an initial income level and income growth
rate between years, is critically evaluated. Global
Pearson’s r and Lee’s L (Lee, 2001a, 2004a) are com-
puted for different sub-periods. Lee’s L was devel-
oped to capture not only numerical correlation but
also spatial co-patterning between two geographical
variables or spatial patterns, and the equation is
given by:

n i

Z(]Zv,_-,)z ' J lZ(&- -3 J lZm Sy

2 [(/Zv,;,(x,,- - x)) . (}Zv,_-,-(y, -3) )]

©)

where v; is an element in a general spatial weights

i
matrix V. Next, spatial autocorrelation in OLS resid-
uals is assessed and a SAR (simultaneous autore-
gressive) model is introduced to alleviate the prob-
lem of spatially autocorrelated errors. Spatial pat-
terns resulting from a decomposition of a SAR
model effectively demonstrate the necessity of using
spatial autoregressive models when spatial autocor-
relation in residuals is significant.

Second, the spatial heterogeneity of S-conver-
gence is investigated. Such bivariate ESDA tech-
niques as Local-r and local-L scatterplot maps and

local-L significance maps (for a detailed description
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about the techniques, see Lee, 2001b, 2004b) are uti-
lized to explore spatial variation in S-convergence.
Local-r and local-L scatterplot maps are based on
local statistics, local 7; and local L; which are respec-
tively given by:

(-X) (i -y)

r=n-
J PYCRE J Y03
(Zvixxj-f)) . (Zvij(yj—y))
- " A j
l Z(Zvij )2 \/Z(xi'f)z JZ()’;"V)Z
i j i i

Q)

where v; is an element in a general spatial weights
matrix V. These measures and the associated ESDA
techniques are used to investigate whether the gen-
eral trend of a negative relationship between initial
income levels and income growth rates is spatially
even; some LMAs may follow the trend, but others
may not.

Third, a geographically weighted regression
(GWR) model will be fitted. The technique is expect-
ed to capture spatial variations of regression para-
meters and thus spatial heterogeneity or non-station-
arity in bi- or multi-variate situations. The results
from this model will be compared to those from
bivariate ESDA analyses.

All the measures and ESDA-techniques were
implemented in an ESDA-GIS framework; an S-
PLUS-ArcView connection plays a main role for the
platform. All the scripts were coded in S, the script
language in S-PLUS by the author and the results
were transferred to ArcView where cartographic
visualization tasks were undertaken.

2) S-convergence and Spatially
Autocorrelated Errors

A negative relationship between initial income
levels and income growth rates during a given peri-
od of time constitutes the rationale of S-conver-
gence. Figure 1 shows maps of 1969 per capita
incomes and growth rates, 1969-1999. It seems that

there is a high negative correlation. Table 2 lists cor-
relations between the two map patterns and other
sub-period pairs. Pearson’s correlation coefficient
column indicates that there is a significant negative
relationship between initial income levels and
income growth rates during 1969-1999, which may
confirm the income convergence hypothesis.
However, the last period, 1989-1999, show a very
poor correlation between the two variables. This
means that many high or low LMAs have respec-
tively experienced high or low income growth,
which lowers the tendency towards S-convergence.

The Lee’s L column, however, reports contrasting
information that needs to be explained. Albeit the
lowest Pearson’s r (-0.175) in 1989-1999 across
LMAs, Lee’s L is larger than one for 1979-1989. Since
Lee’s L not only captures a point-to-point association
that Person’s r does, but also spatial co-patterning
(Lee, 2001b), the higher L value in the period of 1989-
1999 than 1979-1989 suggests that the catch-up
process happened in a more spatially clustered man-
ner in the former than in the latter.

Another finding is that the highest negative corre-
lation in both columns is found in the period of
1969-1979. Especially Pearson’s r for 1969-1979 is
higher in magnitude than that for the entire period,
1969-1999. It can be concluded the catch-up forces
were most dramatic in the 1970s and then finally
faded away in the 1990s.

Figure 2 shows an OLS regression between loga-
rithmic 1969 income levels and annual income
growth rates between 1969 and 1999, following
equation 1. The slope is -0.010 and R-squared is 0.231
(Table 3). Therefore, S-coefficient for the US LMAs
over 30 years is .010 that means that US regional
income has converged at a speed of 1% annually.
This is too low to conform to the myth of 2% conver-
gence and the exploratory power is rather low.
Further, the trend towards income convergence
varies sub-period to sub-period. Table 3 lists differ-
ent S-coefficients for different sub-periods: 0.022 for
1969-1979, 0.012 for 1979-1989, and 0.005 for 1989-
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Incomes & Growth Rates
1st Quartile

[ | 2nd Quartile

I 3rd Quartile

Il 4th Quartile

(a) Per capita personal income in 1969

300 0 300 600 Miles
e ————— ]

(b) Income growth rates, 1969-1999

Figure 1. Per capita personal income in 1969 and annual income growth rates, 1969-1999

Table 2. Correlations between initial income levels and

income growth rates between years

1999. Obviously, the thesis of income convergence
works best for the 1970s and worst for the 1990s.

1989 income levels only explain 3% of total variance

in income growth rates. It thus may be concluded

Periods Pearson’sr  Lee’s L

Whole period 1969-1999 -0481* -0.440*
Sub-periods 1969-1979 -0.548* -0.385%*
1979-1989 -0.201* -0.177*

1989-1999 -0.175* -0.276*

that there has been no S-convergence since the early
1980s.

* significant at = 0.01

As discussed, the presence of spatial autocorrela-

-218-



Spatial Data Analysis for the U.S. Regional Income Convergence, 1969-1999: A Critical Appraisal of B-convergence

0.060 0.065 0.070 0.075

Annual income growth rates, 1969-1999

0.055

7.6 7.8

8.0 8.2 8.4

Logarithmic 1969 per capita Personal Income

Figure 2. An OLS regression between 1969 logarithmic per capita personal income and annual income growth rates

across the US LMAs, 1969-1999

tion in OLS residuals may invalidate the significance
of regression coefficients. Table 3 shows that
Moran’s [ tests find a significant spatial autocorrela-
tion in OLS residuals for all sub-periods let alone the
entire period. This necessitates the use of spatial
autoregressive models. Here, I utilize a SAR (simul-
taneous autoregressive) model. Following
Tiefelsdorf’s notation (2000, 43-44), a SAR model is

written:

y =X+ £and £ = pVe + 1, therefore,
y=XB+pVe+n

trend  signal noise

(©)

where ¢ is the correlated error term and 7 is a ran-
dom white noise. From equation (6), variation of a
dependent variable is decomposed into three parts,
respectively what Haining (1990, 258-259; 2003, 333)
calls trend, signal, and noise. If there is no spatial auto-
correlation, p, spatial autocorrelation coefficient, will

Table 3. OLS and SAR models for logarithmic initial per capita personal income levels and annual income growth rates

Dependent variable: Income growth rate

1969-1999 1969-1979 1979-1989 1989-1999

OLS SAR? OLS SAR® OLS SAR?® OLS SAR?
(intercept) 0.143% 0.085% 0272% 0.239% 0.170% 0.062* 0095%  -0.004*
(2031) 1041) (19.58) (15.16) (6.60) (2.80) (6:40) (025)

Initial income level ~ -0.010%  -0.002 0022 0018%  0012% 00002  -0.005* 0.005
1081)  (234)  (1293) (935 (-4.05) 0.94) (:345) 292)

R-squared 0231 0301 0.040 0.030

Moran’s I° 0283% 0050 0373% 0.003 0573% 0063 0247¢ 0037
pe 0.123 0.118 0.161 0.116

* 1 significant at & = 0.01

t-values in parentheses

#: Simultaneous autoregressive model
b: Moran’s I test for regression residuals
¢: Spatial autocorrelation parameter
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be zero, thus, variance of a dependent variable is
decomposed into vectors of predicted values and
non-correlated errors. Table 3 reports that p-coeffi-
cient for all sub-periods is not negligible, and is high-
est in 1979-1989. By applying € = y - X/ to the equa-

tion, we have:

y=XB+pVy-pVXB+n ©)

This equation allows a further decomposition
(Tiefelsdorf 2000, 44): (i) the spatially independent
influences of the exogenous component Xp; (ii) the
spatially dependent endogenous observations pVy;
(iii) the spatial trend values pVXJ; (iv) independent
disturbances 7. Further, the variance-covariance
matrix L(p) among the error terms can be written
(Tiefelsdorf, 2000, 44):

Figure 3 shows spatial patterns of decomposition
of annual income growth rates between 1969 and

1999 based on equation (6). What a SAR model does
is to decompose residuals into spatial autocorrelated
errors (signal) and non-autocorrelated ones (noise).
The signal map in Figure 3 shows that positive resid-
uals are spatially clustered in the South. By eliminat-
ing spatially autocorrelated parts from residuals, the
noise map rarely displays spatial autocorrelation.
Moran’s I test for noise resulting from SAR models
in Table 3 does not reject the null hypothesis that
there is no spatial dependence in residuals. A crucial
finding is that SAR models significantly lower t-val-
ues of S-coefficients. Even though all the j-coeffi-
cients in OLS models are significant at the 99% confi-
dence level, the SAR counterparts are not except for
one in the 1969-1979 model. This implies, as Bailey
and Gatrell (1995, 285) indicate, that OLS models
tend to inflate the significance of regression coeffi-
cients. Thus, an ultimate conclusion is that there is

Income Growth Rate, 1969-1999

Trend

SAR Model

1st Quartile
[ 2nd Quartile W9
I 3rd Quartile
[ 4th Quartile

300 600 Miles

Signal

Noise

Figure 3. SAR model decomposition: 1969 logarithmic per capita personal income and annual income growth

rates, 1969-1999

-220-



Spatial Data Analysis for the U.S. Regional Income Convergence, 1969-1999: A Critical Appraisal of B-convergence

no statistical evidence of S-convergence in the US
over the last three decades.

3) Spatial Heterogeneity in S-convergence

It is noteworthy that the negative relationship
between initial income levels and income growth
rates should not be assumed to apply to an entire
study region. The relationship may be positive for
some locales; some characterized by lower-than-
average 1969 income level and lower-than-average

income growth rates during 1969-1999; others in an
opposite direction.

Figure 4 displays local-r and local-L scatterplot
maps. The latter is simply a spatially smoothed ver-
sion of the former, which may benefit pattern detec-
tion. From Figure 4(a), one can notice that urban
effects are dominant for high-high association. They
started at higher-than-average income levels in 1969
and have enjoyed a higher-than-average income
growth rates during the last 30 years. Figure 4(b)

Classes

(a) Local-r scatterplot map

Low Initial Income - Low GR
Low Initial Income - High GR
[ High Initial Income - Low GR

300 0 300
==

600 Miles
—————— ]

[ High Initial Income - High GR

(b) Local-L scatterplot map

Figure 4. Local-r and local-L scatterplot maps of 1969 logarithmic per capita personal income and annual income growth

rates, 1969-1999
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may help generalize spatial patterns. Areas with
higher-than-average income levels in 1969 are asso-
ciated with lower-than-average growth rates. In con-
trast, areas with lower-than-average income levels in
1969 are associated with higher-than-average
growth rates. Figure 4(b) also reveals that there is a
structural distinction among areas characterized by
the continuation of lower income levels; areas from
the Mountain region down to western Texas are dis-
cernable from ones in the South and the northwest-
ern part of the Midwest; the former has never been
involved in the catch-up process; the latter has posi-
tively contributed to the catch-up scenario.

Figure 5 shows local-L significance maps for the
entire period and three sub-periods. The map for
1969-1999 selects LM As from Figure 4(b) that are sig-
nificant. Some interesting patterns are detected. First,
the northern part of Megalopolis, southern Florida,

and Denver areas have significantly built on their
initial higher-than-average income level. Second,
economic slowdowns have mostly occurred in the
Midwest and the Pacific. Third, most areas in the
South except for several urban centers in the
Pediment turn out to be significant spatial clusters
for the S-convergence; that is, they conform to the
‘catch-up’ scenario.

Each sub-period, however, displays a particular
level and form of spatial heterogeneity in S-conver-
gence. In the 1970s, deindustrialization in the tradi-
tional industrial belt (or rust belt) and industrializa-
tion in the South centered on the lower Mississippi
constituted a dominant pattern. The 1980s experi-
enced re-orientation towards the Megalopolis and
southern Florida, marked deindustrialization in the
Pacific, and economic slowdowns in the Great Plain,

and economic upswings in the South centered on

e %

All Years (1969-1999)

1969-1979

Local-L Classes

Not Significant
| Low nitial Income - Low GR 300 0 300 600 Miles
[ Low Initial Income - High GR
B High Initial Income - Low GR
Il High Initial Income - High GR

1979-1989

1989-1999

Figure 5. Local-L significance maps: initial logarithmic per capital personal income and annual income growth

rates, 1969-1999
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the Pediment. Finally, the 1990s is characterized by
economic slowdowns in the Megalopolis, the
California region, and southern Florida, and eco-
nomic revitalization in the South centered on the
lower Mississippi.

As a conclusion, the catch-up scenario in a spatial
sense was least pronounced during the 1980s, which
can be seen from the fact that the 1979-1989 map
(Figure 5) displays that LMAs falling into the classes
of low-low and high-high associations appears most
extensively, and that those areas are most spatially
clustered.

4) A Geographically Weighted Regression
(GWR): Spatially Drifting S-coefficients

Another way to investigate spatial heterogeneity
in statistical parameters is to fit a geographically
weighted regression (GWR) model. This approach is
simply a combination of weighted least squares
(WLS) regression and kernel regression (Schimek
2000). However, it is different from the former in the
sense that a weights matrix in WLS is constant
across observations, and is different from the latter
in the sense that the weights matrix in GWR is based
on spatial proximity, rather than numerical similari-
ty. GWR is also different from any spatial autore-
gressive models because it produces a set of local-
ized estimates. Fotheringham et al. (1998, 1908) con-
tend that “looking at a GWR model estimation gives
some insight into how localized effects affect coeffi-
cients attached to specific variables”.

In the regular OLS regression, regression parame-
ters at ith location are estimated by:

b=(X"X)'X"y ®)
In the GWR, they are given:
b= X"W,X)'X"W,y ©)

where W; is an n-by-n local spatial weights matrix,
which is a diagonal matrix composed of entries in an
ith row in the corresponding global spatial weights
matrix. A global spatial weights matrix for GWR is

based on inter-distances, and various kernel func-
tions apply to postulate a distance-decay relation. A
quartic kernel function is given:

"= {1-(dy/h2}* if dy<h

=0 (10)

otherwise

where d;; is a distance between spatial objects, and /1
is a bandwidth or range beyond which spatial auto-
correlation does not exist. In order to determine an 7,
a cross-validation algorithm can be utilized.
However, I fit a variogram for the dependent vari-
able, annual income growth rates between 1969 and
1999 (Figure 6(a)) An exponential function yields a
range value around 215 miles.

Figure 6(b) shows spatial distribution of j-
coeffiencients. Even though ideally the map is
expected to be compatible to Figure 4(b), a consider-
able degree of discrepancy for some areas is
observed. This is mainly because they are based on
different perspecives in specifying spatial weights
matrices; connectivity-based and distance-based. As
suggested, a set of spatially adaptive kernel func-
tions, rather than a global kernel function, may per-
form better to dipict spatial dependence in regres-
sion parameters (Brunsden, 1995; Fotheringham et
al., 2002).

The first two classes in Figure 6(b) belong to nega-
tive S-coefficients which conform to the notion of j-
convergence, while the third and fourth classes indi-
cate a positive relationship between 1969 income lev-
els and income growth rates between 1969 and 1999.
Note that the global S-coefficient is -0.01 in Table 3.
Most areas belong to the first two classes in Figure 4.
Focus here is placed on positive values which are
against the global trend. High values from California
to New Mexico are associated with a combination of
high-high association in San Francisco areas and low-
low association in the rest of the region (see Figure
4(a)). High values in areas centered on Seattle, the
Megalopolis, and southern Florida are related to
high-high association in Figure 4.

In comparison with Local-r and Local-L scatter-
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plot maps, GWR seems to provide less information. 4. Conclusions

This suggests that GWR may perform better in a

multivariate situation, rather than a bivariate situa- In this paper, I analyzed the US annual regional
tion. Thus, GWR is more suitable for examining con- income data from 1969 to 1999 in order to examine
ditional convergence that deals with additional B-convergence from a spatial perspective. I fitted a
shock variables besides an initial income level. spatial autoregressive model and a GWR model, and

utilized bivariate ESDA techniques. The major find-

©
£
£
©
o
T T T T T T T
0 200 400 600 800 1000 1200
distance
(a) Variogram
Beta Coefficients
<-0.01
1 -0.01-0 200 0 200 400 Mil
[ 0-0.01 [
I > 0.01

(b) Spatially drifting S-coefficients
Figure 6. A geographically weighted regression (GWR)
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ings are as follows.

First, the hypothesis of S-convergence was partial-
ly evidenced: the coefficient was 0.01 and significant.
However, the trend varies among sub-periods: 2%
convergence rate was found in the 1970s, but the
coefficient for the 1990s was minimal (0.5%). A SAR
model was fitted to deal with spatial autocorrelation
in regression residuals. The results indicate that j-
coefficient for the entire period is not significant at
the 99% confidence level, leading to a conclusion
that there is no statistical evidence of regional
income convergence in the US over the last three
decades.

Second, a local-L scatterplot map and a local-L
significance map show that there was a substantive
level of spatial heterogeneity in the catch-up process,
and suggested possible spatial regimes. Some areas
with higher-than-average 1969 income levels,
including the northern part of the Megalopolis,
southern Florida, and Denver areas, have enjoyed
higher-than-average income growth rates, whereas
areas with lower-than-average 1969 income levels,
LMAs from central Texas to the Four Corners, have
experienced lower-than-average income growth
rates. A series of local-L significance maps for sub-
periods show spatio-temporal heterogeneity in S-
convergence: different sub-periods display different
facets of spatial restructuring. The catch-up scenario
in a spatial sense was least pronounced during the
1980s. A geographically weighted regression (GWR)
model also showed significant level of spatial het-
erogeneity in S-coefficients.

This paper is expected to demonstrate the applica-
bilities of spatial data analysis techniques, especially
ESDA, to a real research topic, here, regional income
convergence. The analytical procedures presented in
this paper may be benefited if they are coupled with
GIS, resulting in an ESDA-GIS framework (Lee,
2001b). Most of all, spatial data analysis needs a
generic research platform where data are spatially
manipulated, and are effectively explored and visu-
alized. Since major aims of ESDA include spatial

pattern detection and the formulation of meaningful
hypotheses, ESDA should take more advantage of
GIS’s capabilities in visualization and spatial data
mining (Openshaw, 1990; Goodchild et al., 1992;
Fotheringham and Charlton, 1994; Openshaw and
Clarke, 1996; Anselin, 1998; Wise et al., 1999). It is
obvious that local spatial association measures play
a main role in building a feasible ESDA-GIS frame-
work as suggested (Anselin, 1995, 1996, 1999;
Anselin and Bao, 1997; Bivand, 1998; Brunsdon,
1998; Dyke, 1998; Unwin and Unwin, 1998; Wilhelm
and Steck, 1998; Lee, 2001b, 2004b).

Further, the ESDA-GIS framework orients itself to
a broader field of geographical information science
(GISc) where various disciplines interact with each
other and a new academic division of labor occurs
(Goodchild, 1992). I would argue that spatial data
analysis in geography need to move into the new
terrain with being equipped with various ESDA
techniques utilizing local spatial association mea-
sures. This implies that analytical geography needs
to retreat from technical aspects of GIS and return to
the implementation and sophistication of geographi-
cal inquiries with substantive research objectives in
the GIS environment (Brown, 2000). In this vein, this
paper may be regarded as a demonstration.
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